III.A. CRONBACH’S ALPHA ON TWO-ITEM SCALES

There seems to be disagreement in the field as to the best indicator of scale reliability when a scale is composed of two items. Although some academics believe that Cronbach’s alpha should be used, others are certain that a correlation coefficient should be used and that Cronbach’s alpha is inappropriate. Both sides to this issue base their arguments on the equation for Cronbach’s alpha. So, is Cronbach’s alpha or a correlation coefficient better at indicating reliability for a two-item scale and why? It would be great to have an answer to this because it is something that seems to come up in reviewers’ comments not infrequently.

Professor Charles Hulin
University of Illinois

The question about the reliability or homogeneity of a two-item test given the correlation between the two items seems to have been made a bit more complicated than it really needs to be or should be. Let us assume the items are parallel in the true score sense of parallel items (equal means, variances, etc.). Then, the correlation between two items represents the correlation of one half of the test with the other half of the test—the split-half reliability of the test. Given this correlation, one should apply the Spearman Brown formula to estimate the reliability of a test given its split-half reliability:

\[ r_{XX} = \frac{2 \times r_{1/2,1/2}}{1 + r_{1/2,1/2}} \]

where \( r_{XX} \) is the reliability of the total scale—the sum of the two items, and \( r_{1/2,1/2} \) is the split-half reliability; in this case, the correlation between the two items.

So, if your two items were correlated .80, the reliability of the total test, the sum of the two items, would be \( (2 \times .80)/(1 + .80) = 1.60/1.80 = .888888 = .89 \). The uncorrected correlation between the two items \( (r_{1/2,1/2}) \) underestimates the reliability of the sum of the two items \( (r_{XX}) \), because the former is based on the correlation of single items with each other. I do not see the need to apply Cronbach’s alpha in this situation in which you already have the split-half reliability estimate for the test.

III.B. CAN A RELIABILITY COEFFICIENT BE TOO HIGH?

To be concrete, assume that the items making up the scale are Likert-type variables scored on the integers 0 to 5, or when the midpoint is useful, scored from -2 to 2. Coefficient alpha can be derived from several different theoretical viewpoints, but perhaps the most common framework is the domain-sampling perspective in which items in the scale under study are viewed as being selected from a much larger collection of comparable items designed to measure a common domain. One way to interpret coefficient alpha is as an estimate of the correlation between one scale, in practice the scale whose items the researcher has been studying, with a hypothetical alternative form that contains the same number of items. Another interpretation is that it is the average correlation of a scale with all possible scales having the same number of items that can be obtained from the domain. These interpretations of alpha demonstrate that its usefulness depends on the connection to the domain. For this reason, alpha computed over two items is an unsatisfactory sampling of the much larger pool of items that are theoretically available. The problem is the lack of representation of a two-item scale of the larger domain. If the item correlations and variances are heterogeneous in the domain, a sample of only two items cannot detect the heterogeneity. The more desirable approach is to compute alpha on a set of 10 to 15 items, because a scale of this size is more likely to incorporate the variability that exists in the domain.

The parallel forms approach to reliability assumes that the two scales have equal correlations with the true score, plus equal observed score variances and means. This is a strong model, but at least it is testable with short scales. In the context of this situation, however, the parallel forms approach would generally be preferred.

Professor Robert Cudeck
University of Minnesota

To demonstrate that its usefulness depends on the connection to the domain. For this reason, alpha computed over two items is an unsatisfactory sampling of the much larger pool of items that are theoretically available. The problem is the lack of representation of a two-item scale of the larger domain. If the item correlations and variances are heterogeneous in the domain, a sample of only two items cannot detect the heterogeneity. The more desirable approach is to compute alpha on a set of 10 to 15 items, because a scale of this size is more likely to incorporate the variability that exists in the domain.

The parallel forms approach to reliability assumes that the two scales have equal correlations with the true score, plus equal observed score variances and means. This is a strong model, but at least it is testable with short scales. In the context of this situation, however, the parallel forms approach would generally be preferred.

Editor: My general response to the coefficient alpha questions follow these four specific alpha questions.

III.B. CAN A RELIABILITY COEFFICIENT BE TOO HIGH?

Is there a point at which the reliability of a scale as measured by the Cronbach’s alpha score is too high? If the scale itself is
one in which you would not want high reliability, a high alpha score may hurt you. One example could be for a sexism scale in which participants were supposed to report the extent to which they have experienced a number of different sexist situations. We would not necessarily expect the experience of one event to be related to experiencing another event. In a case such as this, the reliability would be somewhat low, yet we may still want to sum the scores to give us an indication of how many events they experienced.

Professor Charles Hulin
University of Illinois

Yes, Virginia, there is a point at which the homogeneity of a scale, as measured by Cronbach’s alpha, becomes too large. Unfortunately, this point cannot be given to any researchers as a rule of thumb or much of any other estimate. It depends on (gasp!) theory and other things most of us are not comfortable dealing with. We can find the roots of the argument that too much homogeneity can have negative consequences in the writings of Cronbach and Gleser (1957) in their discussion of the bandwidth–fidelity paradox. Essentially, they argued that any behavioral criterion is going to be influenced (caused) by multiple factors. If a test of ability can approximately match the factor structure of the behavior, the correlation will be larger than if the test is a factor-pure measure of one ability. The paradox arises when one has to balance a fixed and finite testing time against the needs to have a broad bandwidth test to maximize test validity. With a fixed testing time, one can measure one factor or dimension very precisely with a great deal of fidelity, or one can measure a broad bandwidth of abilities.

A less technical discussion of this can be found in Humphrey (1985) when he argued for theory-relevant heterogeneity in measures of human ability. The use of Humphrey’s principles require that researchers and test constructors have a good idea of the relevant facets or components of the ability dimension they are assessing. Theory-relevant heterogeneity can be built in while still maintaining the requirement of one dominant factor in the test or scale. These relatively heterogeneous measures, within the limits of theory, will normally have stronger relations with behavioral criteria. Roznowski and Hanisch (1990) applied the preplicants of systematic, theory-relevant heterogeneity to attitude measures. Their empirical data support the usefulness of building in such heterogeneity.

Of course, heterogeneity in tests or scales means estimates of homogeneity of the items will be low relative to what they may have been had the researchers concentrated their efforts on developing highly homogeneous measures of relatively narrow abilities. The benefits will be paid in the coin of, usually, improved empirical relations with other measures. It bears repeating here that systematic, theory-relevant heterogeneity is not an excuse for sloppy test or scale construction. There should be reasons for including each facet or component that is built into the test (e.g., see Roznowski & Hulin, 1992). These reasons should be articulated. The relatively low homogeneity estimates that are generated as a result of this deliberate measurement strategy should be neither a surprise nor a reason to double or triple the number of items or revise the entire item pool to increase homogeneity.

So, although a rule of thumb cannot be provided for what a reasonable coefficient alpha may be, the mindless striving for homogeneity of tests or scales is often done at the expense of empirical usefulness of the resulting scales. Coefficients of homogeneity for any test or scale must be evaluated against the purpose of the test or scale, the construct being estimated, and the number of items in the test. Intelligence and, indeed, all human abilities are behavioral traits. Behaviors in different situations are correlated but not redundant. I may be able to define “oxymoronic” but not spell “receive,” but this latter is not a refutation of the unidimensionality of the construct; it is more of a demonstration of the heterogeneity of the indicators of even the well-defined and studied construct of verbal ability.
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Professor Richard Netemeyer
Louisiana State University

The answer to this question depends on several issues. I focus on three of these issues here and their interrelations: (a) scale length and average level of interitem correlation, (b) overredundancy of item wording, and (c) unidimensionality and construct complexity. Furthermore, given length restrictions, the answer I give represents an extremely oversimplified response. The interested reader is strongly urged to consult several writings on the subject (Bearden & Netemeyer, 1998; Boyle, 1991; Carver, 1989; Churchill & Peter, 1984; Clark & Watson, 1995; Cortina, 1993; DeVellis, 1991; Gerbing & Anderson, 1988; Miller, 1995; Nunnally, 1978; Nunnally & Bernstein, 1994; Peter & Churchill, 1986; Peter-

First, a widely advocated level of adequacy for Cronbach’s (1951) alpha is .70. (This is likely due to Nunnally’s, 1978, text on psychometric theory being extensively quoted; Cortina, 1993; Peterson, 1994.) The reason I mention this .70 level is that it seems to be advocated quite a bit regardless of the three issues mentioned previously. Coefficient alpha gives us information about the extent to which each item in a set correlates with other items in that set. It is a function of both scale length and the average level of interitem correlation. The formula for alpha suggests that as the number of items increase and the average interitem correlations increase (ceteris paribus), alpha will increase. Furthermore, the number of items in a scale can have a pronounced effect at lower levels of interitem correlation. For example, in his meta-analyses, Peterson found that the mean alpha level for a 3-item scale with an average interitem correlation of .47 was .73. If the .47 level of interitem correlation is applied to a 9-item scale, this 9-item scale would exhibit an alpha level of .89. However, for the 9-item scales reviewed, Peterson found an average interitem correlation of .31 and an average alpha level of .80. (Cortina, 1993, and DeVillis, 1991, also demonstrate this effect.) In sum, in attempting to increase the coefficient alpha of a scale, the quality of items may be more important than the quantity of items.

Related to the previous issue is the overredundancy of item wording. The quality of items referred to earlier reflects not only a higher level of interitem correlations, but the degree to which individual scale items are worded too similarly—that is, overredundancy (e.g., Bearden & Netemeyer, 1998; Boyle, 1991; Clark & Watson, 1995). Although similarity of items and some level of redundancy is necessary to tap a construct’s domain, several items that are essentially only slight wording modifications will reflect redundancy as well as internal consistency. That is, adding items to a scale worded in a highly similar manner to existing items will tend to increase coefficient alpha without substantively contributing to internal consistency. Any increase in alpha is due to the highly redundant wording of new items that may not substantively contribute to tapping the domain of the construct. (See Clark & Watson’s discussion of the “attenuation paradox” pertaining to this issue.)

Finally, dimensionality and construct complexity must be considered. Internal consistency is concerned with the degree of interrelatedness among items, and unidimensionality (i.e., homogeneity) assesses if the items underlie a single factor or construct. It is quite possible for a set of items to be interrelated but not homogeneous. As such, coefficient alpha is not a measure of unidimensionality. Many researchers feel that alpha should be used to assess internal consistency only after unidimensionality is established (e.g., Cortina, 1993; Gerbing & Anderson, 1988; Hattie, 1985; Miller, 1995). Furthermore, although it has been demonstrated that alpha does decrease as a function of multidimensionality, alpha can still be high in spite of low interitem correlations and multidimensionality as the number of items increase (Cortina, 1993).

In sum, maximizing Cronbach’s alpha is a commendable goal in scale construction. However, this goal must be tempered by considering scale length and average interitem correlations, redundancy of item wording, and scale dimensionality–complexity. Alpha can be too high if it reflects only a large number of items or extreme wording redundancy among items. Although, to my knowledge, no “hard” statistical criteria exist as to what is the minimum or maximum number of items in a scale, what is a minimum acceptable alpha, or what is an acceptable level of average interitem correlations, several rules of thumb exist. For example, Robinson et al. (1991) advocated an alpha level of .80 or better and average interitem correlations of .30 or better as exemplary. Clark and Watson (1995) advocated average interitem correlations of .15 to .50 across constructs, and for narrowly defined constructs, they advocated a range of .40 to .50 for average interitem correlations. They also advocated a coefficient alpha level of at least .80 for a new scale. However, once the .80 benchmark is achieved, adding items is of little utility to internal consistency, particularly with a narrowly defined construct. With such constructs, four or five items could suffice.

In my opinion, these rules of thumb represent sound advice but also must be tempered by good common sense. Does an item appear to tap the definitional content domain of the construct (i.e., face validity) as well as have an acceptable level of correlation with the other items in the scale? Do the items you have collectively tap the domain of the construct? Does an item tap one dimension or is it just as highly related to another dimension? These questions must also be answered before adhering to rules of thumb for internal consistency.
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Some measurement problems are concerned with traits that are highly variable. The assessment of mood in a population that is emotionally labile is one such domain. The measurement of pain in a population of chronically ill patients is another. In both cases, the trait or behavior under investigation is expected to vary considerably across settings and occasions even before the measurement problem is considered. If a measurement system were used that was extremely accurate, the scores from the test would fluctuate because the trait itself changes. In cases such as this, the standard regarding what constitutes a good measurement should not be consistency in the usual sense. After all, unlike knowledge in a cognitive domain, which is a stable trait, mood or the experience of pain are by definition variable. Consequently, classical reliability estimation such as coefficient alpha is not the standard by which to judge the quality of the measurements. Put another way, if the trait under investigation is known to be variable, consistent measurements that do not show the actual variability are a kind of evidence that the test is inaccurate. In this sense, it certainly is possible for a scale to have reliability that is too high.

A better approach is to view the issue as a problem of content validity. One seeks a broadly representative collection of attitudes or behavioral markers such that features of the trait under investigation are adequately sampled by the assessment device. For example, major features in the subjective experience of pain such as its onset, duration, chronicity, threshold, contributing factors, or bodily location probably would be included in a comprehensive pain scale. Not all of these factors would be present, or be experienced to the same degree of severity, in each pain episode. However, a broadly representative pain scale would certainly be deficient if one or more of these associated features were excluded from the instrument.

III.C. WHY CONDUCT A FACTOR ANALYSIS AND THEN COMPUTE AN ALPHA?

Why do so many articles conduct a factor analysis and then report Cronbach's alpha for each of the factors? I would think the very fact that the items factor together guarantees that the Cronbach's alpha will be at least reasonable. Am I missing something?

________________

Professor Charles Hulin
University of Illinois

Researchers report coefficient alpha after they have conducted a factor analysis of their items because, although they have just demonstrated that the items appear to cluster together into these factors, there is the question of just how homogeneous the resulting factors and resulting scales are likely to be. Of course, these alphas are likely to be a decided overestimate of the homogeneity of the scale in use on a different sample because they have just optimized the "bejeebers" out of everything in the analysis by finding the factors (or components) that account for the maximum of the common variance (or variance). Put more delicately and technically, they have very likely overfit their model, the factor model, to their sample data. The degree of overfitting depends on the number of items and the number of respondents to the items. A ratio of 10:1 or 15:1, respondents to items, is usually sufficient to ensure only mild overfitting.

________________

Professor Robert Cudeck
University of Minnesota

It is somewhat counterintuitive, but a reliable test need not conform to a one-factor model, and conversely, items that do fit a single common factor may have low reliability. Consequently, factor analysis and reliability assessment are often both valuable in the construction and evaluation of tests. The information each generates is complementary and not entirely redundant. Items in a reliable test may be, and often are, multifactoral. One wants a test to sample, a cohesive do-
main of behavior, or information, and to do so in a way that is repeatable. There is nothing in this objective that limits the test items to being unidimensional. Consider a structured evaluation of managerial performance on the job. Hopefully, this instrument assesses behavior, skill, and effort of managers in an accurate way. Obviously, the activities of a successful manager cover a range of different behaviors, such as dealing with employees, interactions with supervisors, quality, and timeliness of task delivery. The analysis of a comprehensive assessment instrument may well show that more than one factor is operating in adequate managerial performance. It is still desirable that the overall evaluation procedure show high reliability. After all, although there are several facets required to perform well as an effective supervisor, it is still a single job category.

Factor analysis is often used to identify homogeneous sets of items that will be used in a measuring scale. It is conceptually appealing when items are unidimensional. Even if a group of items has been identified as unidimensional, the internal consistency of the collection need not be high. Test reliability is a function of the number of items. Therefore, if only a few items have been identified as homogeneous by a factor analysis, their reliability may not be high.

III.D. WHY USE ALPHA IF IT IS NOT A GOOD MEASURE OF UNIDIMENSIONALITY?

If Cronbach’s alpha is not a good measure of unidimensionality, why do people rely on it so much?

Editor: A response to this specific question follows some general statements here on coefficient alpha. In addition, readers may be interested in a recent article that discusses alpha and Cronbach’s coefficient alpha, Cronbach’s alpha, and alpha are all meant to represent the same index of reliability.

Let us begin by reviewing the equation for coefficient alpha, to see what it looks like and to rearrange it in a few ways to try to illuminate different aspects of the reliability index. Then it will be easier to briefly address each of the specific questions posed. The equation for alpha, as defined by Cronbach (1951, p. 299, Equation 2), is

$$\alpha = \frac{n}{n-1} \left( 1 - \frac{\sum_{i=1}^{n} \sigma_{ii}}{\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}} \right)$$

where $n$ is the number of items entering into the total scale score, $\sigma_{ii}$ represents the variance of item $i$, and $\sum_{i=1}^{n} \sigma_{ij}$ represents the variance of the total scale composite. If one conceptualizes an $n \times n$ matrix of covariances among the $n$ items, with the variances of those $n$ items naturally occurring along the main diagonal of the matrix, the numerator is a sum of variances of the $n$ items—a sum of the diagonal elements. The denominator is the variance of the total scale, so it equals the sum of all elements in the matrix—the diagonal full of variances and the upper and (symmetric) lower triangle full of covariances:

$$\alpha = \frac{n}{n-1} \left( 1 - \frac{\sum_{i=1}^{n} \sigma_{ii}}{\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}} \right)$$

If we rewrite the “1” and do the subtraction in the numerator, we get:

$$= \frac{n}{n-1} \left( \frac{\sum_{i=1}^{n} \sigma_{ii} + \sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}} \right) - \frac{n}{n-1} \left( \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} \sigma_{ij}} \right)$$

Seen in this form, it is easy to understand that alpha is a function of $n$, the number of items in the scale, and the covariances between the items ($i$ and $j$, namely the $\sigma_{ij}$s; cf. Gerbing & Anderson, 1988, p. 190). That is, as the number of items ($n$) increases, $n(n-1)$ will get larger. Similarly, as the intercorrelations among the items increase, regardless of the items’ standard deviations, alpha will increase, because the part of the equation at the right in parentheses represents the proportion of interitem covariability relative to the total variance and covariance among the items.

As a special case, the equation for alpha for a scale comprised of two items (i.e., $n=2$) may be stated ($\sigma_{ij} = \sigma_{ji}$; $\sigma_{ii} = \sigma_{jj}$):

$$\alpha = \frac{n}{n-1} \left( \frac{\sum_{i=1}^{n} \sigma_{ij}}{\sigma_{ii}} \right) = \frac{2}{1} \left( \frac{2\sigma_{ij}}{\sigma_{i} + \sigma_{j} + 2\sigma_{ij}} \right),$$

acknowledging the relation between the covariance, $\sigma_{ij}$, and the correlation, $r_{ij}$ (i.e., $\sigma_{ij} = r_{ij}\sigma_{i}\sigma_{j}$), we get:

$$= \frac{2}{1} \left( \frac{2\eta_{i}\sigma_{i}\sigma_{j}}{\sigma_{i} + \sigma_{j} + 2\eta_{i}\sigma_{i}\sigma_{j}} \right).$$
If $\sigma_i = \sigma_j$, the equation simplifies to

$$\alpha = 2 \left( \frac{2n_j \sigma^2}{2\sigma + 2n_j \sigma^2} \right) = 2 \left( \frac{2n_j \sigma^2}{2(\sigma + n_j \sigma^2)} \right) = 2 \left( \frac{n_j \sigma^2}{\sigma + n_j \sigma^2} \right).$$

If you are working with standardized variables, then $\sigma_i = \sigma_j = 1$, and the equation simplifies further to the Spearman Brown formula (hence, Hulin’s remark earlier, that if you already had the Spearman Brown coefficient for some reason, you need not also compute alpha because the Spearman Brown index is a special case of coefficient alpha):

$$\alpha = \frac{2n_j}{1 + n_j}.$$

At this point, let us pause and consider the question about a two-item test—whether to report a coefficient alpha or the simple correlation between the two items. Coefficient alpha should be computed and reported as the estimate of a reliability index for a two-item test. The simple correlation between the two items should not serve as a proxy for reliability. Why? There are four reasons:

1. Coefficient alpha is the correct choice. The correlation between two items is an assessment of the reliability of either item, the split half of the test; alpha is an estimate of reliability for what the researcher will be using, the whole scale.

2. As Hulin stated earlier, the truer estimate of the reliability of the whole test is enhanced (i.e., somewhat larger than that of the parts). This result makes sense intuitively and is consistent with how we normally assume that, all other things being equal, more data are better (whether with regard to sampling respondents or items as units). Thus, it should not surprise us that the reliability of a two-item test, in the example, is $.89$ compared with the mere correlation between the two items of $.8$. The resulting index is not overinflated, but rather a closer estimate to the actual scale reliability, and even so, alpha is a lower bound estimate of the scale's reliability (i.e., $\rho_{xx} \geq \alpha$; Allen & Yen, 1979, p. 83).

3. For all other tests, when the number of items is greater than or equal to 3, the coefficient alpha will be that index that is computed, for other scales reported in the same article or across different articles reported in the literature. To enhance comparability toward the scientific goal of making generalizations, it would seem sensible to be consistent (i.e., not reporting a correlation between two items for an $n = 2$ item scale, and coefficient alpha for, say, an $n = 5$ item scale).

Similarly, given the relation between the specific Spearman Brown and its more general Cronbach’s alpha, for comparative purposes, even if conditions held that the Spearman Brown could be computed (i.e., one’s items are truly parallel, requiring, e.g., $\sigma_i = \sigma_j$), and hence, the Spearman Brown would equal alpha, it is perhaps useful to simply label the index as a Cronbach’s alpha because most researchers are familiar with alpha, fewer with Spearman Brown. As long as alpha is the more general case, it will never hurt to use it, even if your items were so well behaved that you could use the more tailored Spearman Brown formula.

All of this advice reduces to the following: Always obtain a coefficient alpha from Social Procedures for the Social Sciences (SPSS) or Statistical Analysis System (SAS; an option in Proc Corr), whether the number of items is two, three, or more.

4. The fourth point substantiating the computation of alpha, versus the simple correlation between two items, is a demonstration of the likely source of confusion. This demonstration takes about nine lines of equations, so we will return to this issue shortly.

One of the manners in which Cronbach (1951) characterized alpha to help the researcher understand the index is as “the mean of all split-half coefficients,” making it “therefore an estimate of the correlation between two random samples of items from a universe of items like those in the test” (p. 297, demonstrated on p. 304). This characterization is important because the Spearman Brown split-half tests had been criticized for their dependence on the particular split (i.e., one might obtain a different estimate of reliability if one compared evens to odds, vs. first and second halves of the scale, etc.).

Beginning again with the equation for alpha,

$$\alpha = \frac{n}{n-1} \left( \sum_{i \neq j} \sum_{j} \sigma_{ij} \right),$$

and plugging in the relation between means and sums,

$$\sum_{i \neq j} \sum_{j} \sigma_{ij} = \overline{\sigma}_{ij}(n(n-1)),$$

we get:

$$\alpha = \frac{n}{n-1} \left( \frac{\overline{\sigma}_{ij}(n(n-1))}{\sigma_{ij}^2} \right) = \frac{n^2\sigma_{xy}}{\sigma_{xy}^2},$$

as per Cronbach (1951, p. 304, Equation 16) or Cortina (1993, p. 99, Equation 1).

If we play with the denominator a little bit (and you were just hoping we would), we know that the total variance equals the sum of the item variances and their covariances:

$$\sigma_{xy}^2 = \sum_{i} \sigma_i^2 + \sum_{i \neq j} \sigma_{ij},$$
and again, playing with means versus sums,

\[
\sigma^2 = \sigma^2 + \sigma^2(n(n-1))
\]

and plugging that back into the denominator,

\[
\bar{\sigma} = n\left(\overline{\sigma^2 + \sigma^2(n(n-1))}\right)
\]

and, once more for the simple standardized case, if all \(\sigma_i = \sigma_j = 1\), we get:

\[
\bar{\sigma} = \frac{n\sigma_j}{(1 + \sigma_j(n(n-1)))}
\]

as in Gerbing and Anderson (1988, p. 190, Equation 5). (Again, as \(n\) increases, or the average interitem correlation increases, coefficient alpha increases.)

Returning to the issue of a two-item test, notice that if \(n = 2\), the equation just stated is the Spearman Brown formulation noted previously. With this equation, we can see how someone might get confused and think, “Well, if coefficient alpha is essentially (a function of) the mean correlations between items, if there are only two items, \(n\) simply equals \(\sigma_j\).” It is true enough that \(\sigma_j\) equals \(\sigma_j\) for \(n = 2\) items, but the estimate of reliability is not equal to simply that \(\sigma_j\)—it is a function of the \(\sigma_j\), as per the last equation shown earlier.

Let us turn to the other three coefficient alpha inquiries, addressing them more briefly. In the second question—Can alpha be too high?—the experts’ responses are clear enough in reminding the researcher that scales are to serve us as tools in our theoretical inquiries and not to be simplistic with regard to rules of thumb on alphas. I add only two things. First, we certainly do not want to be in the business of creating a new rule of thumb—that is, “at this value, alpha is too high.” (Well, an alpha beyond 1.0 is probably a problem.)

Second, it may be useful to conceptualize some of these problems in terms of hierarchical factor analysis, where multiple facets of a perception or attitude or preference are sought. Imagine a 10-item attitude toward the ad scale, wherein 2 items tap beauty, 2 the brand, 2 quality, 2 the spokesperson, and 2 the ad execution. One could proceed with five 2-item subscales, or as one 10-item scale that is indeed multifaceted, with very likely moderate to high cross-subscale correlations (or at least, higher than a 10-item scale with 2 items measuring intelligence, 2 physical strength, 2 life satisfaction, etc.). The equation for alpha, as we have seen, depends on the average interitem correlation. Presumably, this mean correlation will be highest when the scale is truly unidimensional, but in the example given with 10 ad-related items based on an underlying 5-D structure, alpha is likely to be respectably high indeed.

Consider these views on the issue: Gerbing and Anderson (1988) stated, “regardless of the dimensionality of the scale, its reliability tends to increase as the average off-diagonal item correlation increases and/or the number of items increases” (p. 190). Cronbach (1951) stated, “For a test to be interpretable, it is not essential that all items be factorially similar. What is required is that a large proportion of the test variance be attributable to the principal factor running through the test” (p. 320). Cortina (1993) distinguished between internal consistency, defined as the “degree of interrelatedness among the items,” versus homogeneity, which is the scale’s “unidimensionality” (p. 100, and begins to pursue a distinction between general and group factors, like a hierarchical factor analysis, p. 103). As an example, in a study of job satisfaction, Hanisch, Hulin, and Roznowski (1998) argued for the measurement of a family or repertoire of behaviors that indicate job dissatisfaction and withdrawal (e.g., absenteeism, tardiness to meetings, etc.). These perspectives converge on a sense that theoretically, multifacets enrich our understanding of the phenomena, and therefore, the unidimensionality of the scale is of lesser import. For the researcher who cannot stand this degree of complexity, they may prefer to break the 10-item scale into its five 2-item components (and then deal with the subsequent, inevitable multicollinearity).

The third alpha question was essentially, Why conduct a factor analysis and then compute alpha? I agree with Cudeck’s earlier statement that alpha is still information. It provides a sort of verification that the factor analysis results have yielded separable aspects of the scale. Gerbing and Anderson (1988, p. 186) recommended conducting a confirmatory factor analysis to establish the unidimensionality and then the computation of alpha (my thanks to my colleague Jim Anderson for putting me onto this reference). Alpha is useful partly because we do not really have a measure per se of unidimensionality (other than some function of the goodness-of-fit statistics). And again, it is no small matter, when we wish to create generalizations, that providing alpha allows readers to make comparisons with other indexes in the literature, or as benchmark in different samples. (In addition, see ten Berge & Hofstee, 1999, for a discussion of the relations between the alphas and eigenvalues of multidimensional scales.)

Hopefully, the fourth alpha question—Why use alpha if it is not a measure of unidimensionality?—has now been addressed (as a follow up to having established unidimensionality, as an index that allows comparison across studies, that unidimensionality itself is sometimes less important than
other theoretical goals that may motivate the use of multifaceted scales, etc.).

Researchers may also find the perspectives of generalizability theory interesting, conceptualizing the sampling of items from a theoretical domain, the sampling of participants' responses under different testing conditions, and so on, built within the framework of random-effects analysis of variance modeling (cf. Cronbach, Gleser, Nanda, & Rajaratnam, 1972; Suen, 1990).

Once more, the bottom line is, compute a coefficient alpha from SAS or SPSS on any scale that has two or more items, even after having conducted factor analyses, and keep in mind that sometimes scales that are not unidimensional can nevertheless be extremely useful.

REFERENCES


III.E. HOW TO COMBINE MULTIPLE ITEMS INTO A COMPOSITE SCORE

I am doing quantitative survey research involving dimensions of climate, culture, and attitude. In reviewing related articles, organizational scores for multi-item constructs are typically computed by equally weighting and averaging the item scores. A significant amount of marketing-focused work has been similarly structured (e.g., Jaworski & Kohli, 1993).

However, using SPSS, one can derive factor scores that are the product of the standardized values for each item and the corresponding factor score coefficient. Doing so seems valuable, because more contributory items (to that factor) get more weight in the resultant score. A weighted group–unit mean can then be calculated. Therefore, my question is, why is this method not used much? Is there a downside to it that I am not comprehending?
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Professor William R. Dillon
Southern Methodist University

In essence, the question is whether equally weighted summated scores are in some sense inferior to a more sophisticated procedure of computing factor scores that have some kind of optimal weighting properties. Obviously, the question of how to compute summated scores beg the question of how they are going to be used. However, let us assume that they will be used to test weak or strong causal theories. Some recent work strongly suggests that equally weighted summated scores will do very well indeed. McDonald (1997), in investigating the properties of partial least squares (PLS) and its relation to the factor analytic model, showed that equally weighted summated scores are optimal in the sense that no other weighted combination will do better.
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Professor Roderick McDonald
University of Illinois

In fact, both options—(a) taking an average item score or (b) estimating factor scores on a factor identified with a construct or attribute—have an upside and a downside. With the first option, the advantage is that the score commonly has an absolute modal meaning. Thus, in a set of Likert items we can read a respondent’s average score as a modal tendency to strongly agree, agree, and so on. (Ease of computation barely counts these days.) The disadvantage, on the face of it, is that the score is not optimal—it is not the most efficient estimator of the attribute. With the second option, the factor score estimate—preferably the Maximum Likelihood/General Least Squares estimate, not the “shrunked” regression estimate commonly offered by computer programs (McDonald, 1999)—is optimal and gives a standard error of estimate, but the weights are data dependent and possibly not themselves reliable. Fortunately, as in most cases in which we compare weighted composite scores with unweighted average scores,
the correlation between the two will be well above .9, so it makes no difference which we use (cf. Henry Kaiser's law: "It don't make no nevermind").

What matters is a careful confirmatory factor analysis to verify that the test is homogeneous—that is, the items measure just one common factor (or latent trait or construct or attribute). After that, I recommend averaging the item scores to give a meaningful scale and getting their reliability from the factor loadings of their covariance matrix, or, as the usual quick and dirty alternative, using the Guttman–Cronbach's alpha as a lower bound to reliability (McDonald, 1999).
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A related question follows: When should multiple observations from a participant be averaged to create a single response from that individual (because of the concern that multiple responses from the same person are always correlated—or at least always vulnerable to concerns about the failure of independence), and when should those responses be analyzed as separate variables?

Professor Roderick McDonald
University of Illinois

The brief answer is that it depends on the object of the study, which is usually known beforehand, and on the structure of the data, which is not. Let us suppose that the object of the study is to use the multiple observations—m independent variables—in a regression equation for a dependent variable. Textbooks do not always mention the known fact that even if the independent variables are strictly multicollinear and the equations of the regression cannot be solved uniquely for the regression coefficients, the error variance and squared multiple correlation can still be computed (using a generalized inverse technology). The squared multiple correlation is an upper limit to the predictive power of averaged subsets of items chosen to avoid multicollinearity and to give regression coefficients with acceptably small standard errors. There are possibly a lot of bad regression programs out there, so one must find a program that uses a generalized inverse when needed and tells you that it gets a squared multiple correlation as an invariant when the regression coefficients are arbitrary or poorly estimated.

It may seem as though showing by common factor analysis that the independent variables, or subsets of them, are homogeneous would justify forming the corresponding item sums as a way to avoid multicollinearity. However, it is perfectly possible in theory that the unique parts of the items jointly predict the dependent variable, whereas the common factor has nothing to do with prediction. Failure to recognize this fact has produced pseudo-paradoxical statements in the test theory literature to the effect that a test's predictive validity cannot exceed its reliability, yet for optimal prediction we should maximize validity (i.e., choose items that are maximally correlated with the criterion) and minimize reliability (i.e., choose items that are minimally correlated with each other; see McDonald, 1999). (Also, see this bandwidth-fidelity paradox discussed in this special issue in response to the coefficient alpha questions.)

However, again, as in my answer to the previous question, it is likely, though exceptions occur and should be looked for, that the law of "it don't make no nevermind" applies. If in an application we find that the simple squared correlation of the unweighted item sum with the dependent variable is negligibly smaller than the multiple correlation, then it does not matter what combinations or what weights we use. I recommend in exploratory work that the investigator should always check these two limits.

Of course, for those fearless investigators who want to interpret each (standardized or unstandardized) regression weight as a measure of causal effect, something further needs to be said. A reasonable strategy (though all strategies can fail) is as follows: First, do a confirmatory factor analysis of the independent variables, then verify that their unique parts do not add to prediction. We may then use the resulting homogeneous subs tests as substantively understandable causal variables whose effect sizes can be compared if the correlations between the factors are near enough to negligible. Multiple regression without a careful structural analysis is not a good technique for explanatory purposes.
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Editor: The formation of a composite (an average of a scale's items) may be preferred to the modeling of the individual component items for two reasons: First, an average, whether over respondents or items, lends stability (literally enhanced reliability here) to the resultant composite variable (cf. Li, 1997). Second, the composite can be simpler, both to conceptualize and communicate and to use in models. For example, a univariate analysis of variance on a composite is likely to be easier to understand than a multivariate analysis of variance modeling the multiple items simultaneously; a regression with multiple items as predictors may seem easy to understand, but the inherent multicollinearity in this scenario makes most of us skittish. Even a structural equations model (SEM), an approach to data analysis created as a perfect partnership of a measurement model and a structural model, seems to behave with somewhat more stability in the presence
of parsimony (in this case, simplifying the measurement end of the model). We theorize about constructs that we acknowledge to be not directly observable, and we know that the measurement of any particular variable is errorful, and so encourage the use of multiple items to begin to converge toward greater clarity in measurement. Although a composite is not the measurement of a construct, its greater reliability means that the particular idiosyncrasies of the component items have less power to yield misleading results.

REFERENCE


III.F. SUMMED SCALES AND WHAT IS A "REFLECTIVE" OR "FORMATIVE" INDICATOR?

In our study, we use mental simulation to elicit responses to a service failure. We model relationship trust and commitment as mediators of relationship dissolution behaviors and use LISREL to test models in which the effects of service failure affect and cognition on exit and voice behaviors are fully and partially mediated by trust and commitment.

One reviewer asked whether we collapsed items in our scales to form reflective indicators for several of the variables in our model. The reviewer also used the term formative indicators and suggested that if sample size is a problem, we could use a "summate for each construct in our model."

We have consulted a variety of sources, including several statisticians who claim familiarity with the nuances of SEM, but have been unable to clarify what reflective and formative indicators are, whether the terms represent different analytical approaches, and, if they do, why one approach may be more suitable to our circumstances than the other. We can speculate with some confidence about what a summate is but would also find it useful to obtain some guidance about how using summates as measures of model constructs changes a LISREL analysis and how this approach compares to the use of reflective and formative indicators.
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Professor Roderick McDonald
University of Illinois

I will regard this as two questions: (a) What does the author do when a reviewer makes an obscure remark without references?, and (b) If we guess what a summate is, how should it behave?

In answering the first question, ideally, a reviewer should recognize what is well known and what is not and should err on the side of giving references for ideas that may not be well and widely known. In a case such as this, reasonable inquiry does not turn up a source for a string of fancy jargon words used by the reviewer. (I searched my cortex and recalled educational evaluation jargon concerning formative and summative evaluation—but educators do not seem to be "reflective" evaluators. This terminology may have crept over into someone’s measurement work by an unfortunate process akin to rumor. My research assistant did a keyword search and found nothing relevant.) In any such case, the author should ask, through the editor, for a reference from the reviewer.

Concerning the second question, I am not confident in speculating as to what was in the reviewer’s mind as a referent for summate (noun), but let us suppose it is a clever jargon word for sum score. In SEM, we actually face a difficult dilemma: (a) We can keep multiple indicators of attributes, measured as latent variables, and find generally strong causal relations between these "true" measures of them. Doing so tells us only how well we could predict if we invented perfect—infinity long—tests and how badly we have in fact measured. This information is good if we are doing pure be-
behavioral science, but perhaps not useful in applied sciences. (b) We can use (weighted or unweighted) sums and find generally weak causal relations between attributes as best as we are able to measure them, and possibly get reliabilities in a separate analysis of item covariances or by the Guttman–Cronbach lower bound alpha (see McDonald’s responses to the coefficient alpha questions in this issue). If we have a large enough set of indicators, these choices will make very little difference. However, most investigators, following the law of least effort, try to use as few measures of an attribute as possible in SEMs. This practice, along with the commonly unrecognized problem of equivalent models, is a major reason why this technology does not seem to be working out very well in applications. McDonald (1996) gave algebra for the comparison of models using latent variables with models using (weighted) sum scores.
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III.G. CONVEYING THE MEAN AND VARIANCE OF VARIABLES IN A COMPOSITE SCORE

Customer satisfaction with some purchase (e.g., a hotel) is often assumed to depend on customers’ performance perceptions with regard to the attributes of the purchase (e.g., the check-in speed, the room, the restaurant, etc.). That is, customer satisfaction is a function of the level of the performance ratings. However, many firms seem to believe that homogeneity (i.e., consistency) in such perceptions is very important. As a result, they attempt to standardize things. The assumption seems to be this (in terms of operationalizations): If Customer A rates the performance of the hotels’ features {5, 5, 5}, it is better than if Customer B rates them {7, 5, 3}. Customer A, then, has a higher level of consistency in his or her ratings than Customer B, yet their total score is the same.

I have tried to operationalize homogeneity of this type in several ways, but I get only moderate associations with customer satisfaction on a global level. When I am controlling for the levels of perceived performance, the association almost disappears. What is wrong? Are firms wrong in their standardization efforts, do customers tolerate variation more than we believe, or is something wrong with the operationalization?

Professor William Bearden
University of South Carolina

To begin, firms standardize procedures in an attempt to achieve consistent service quality and service delivery. Using your example, you are correct that Customer A (with performance ratings of {5, 5, 5} on three attributes) and Customer B (with performance ratings of {7, 5, 3} on the same three attributes) have equal total customer satisfaction scores if aggregated (summed or averaged) across the three attribute ratings. And, Customer A does have greater homogeneity in her or his ratings as you suggest. However, as you recognize, homogeneity in and of itself is not necessarily desirable. Specifically, scores such as 4, 4, 4 or 3, 3, 3 or 2, 2, 2 or 1, 1, 1 are homogeneous, but clearly not satisfactory.

Summing or averaging across diverse attributes will generally reveal modest, significant correlations with overall judgments of satisfaction or service quality. This finding is certainly well documented in the attitude literature in which summed belief-by-evaluation scores across attributes are correlated with overall attitude measures (e.g., $\text{Attitude}_{\text{act or A}_\text{object}}$). Meta-analyses reveal average correlations well below 1.00, typically from 0.30 to 0.60. Similar results hold in the satisfaction and service quality literature as well. For example, Teas (1993, p. 27) reported various model correlations with global satisfaction that range from 0.588 to 0.753.

From a practical standpoint, the individual attribute scores remain insightful for at least the following reasons:

1. Low scores on individual attributes (e.g., the “3” for the third hotel attribute or service aspect for Customer B) suggest specific sources of dissatisfaction, particularly if found consistently when considered across patrons. These diagnostic insights are critical and go well beyond efforts to predict overall satisfaction from summed attribute scores.

2. Relatedly, scores on individual items also suggest where the greatest improvements in satisfaction can be obtained and which represent the areas deserving greatest attention in service recovery efforts.

3. In addition, the negative aspects of service delivery suggested by low attribute scores are most noteworthy. The notion that negative information is heavily weighted is well recognized in the decision-making literature.

The satisfaction and service quality literature has tried any number of alternative models incorporating different weights, predictor variables (e.g., expectations, performance ratings), and model configurations (e.g., Iacobucci, Ostrom, & Grayson, 1995; Spreng, MacKenzie, & Olshavsky, 1996). This extant literature is considerable. I have found the following more recent articles to be very useful and to address to varying degrees the issues you have raised. Of note, the article by Hartline and Ferrell (1996) considered hotels specifically.
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Editor: It is hard to say what to do in this situation. It would seem to me that how you treated your data would depend on the information you sought (theory, if you will, or as motivated by the question, practical import). Perhaps the data could be maintained as a univariate vector of information. However, I realize there is often a need to simplify the information, so an aggregate score is created. As an alternative, one may consider that as long as these ratings are not probabilities (e.g., binary data), the mean and standard deviations vary independently, and so, a vector could be created per respondent, not of the attributes (as per the \{7, 5, 3\} above), but of the respondent's mean and standard deviation (5.0, 2.0) here, and those two indexes could be created per respondent. However, I realize there is often a need to simplify the information, so an aggregate score is created. As an alternative, one may consider that as long as these ratings are not probabilities (e.g., binary data), the mean and standard deviations vary independently, and so, a vector could be created per respondent, not of the attributes (as per the \{7, 5, 3\} above), but of the respondent's mean and standard deviation (5.0, 2.0) here, and those two indexes could be analyzed. One may wish to create a ratio—for example, the mean over the standard deviation—if such a comparative index would make sense. I agree with the suggestion to not lose the individual item information, because they are often extremely diagnostic. You may find some utility in the discussion about coefficient alpha in this special issue, because your scenario is unidimensional. There is nothing wrong with your scenario, but you have certainly identified one of the challenges.

III.H. COMPUTING BELIEF x EVALUATION SCORES

When computing Belief x Evaluation scores, scale items ranging from -3 to +3 (with a zero midpoint) are often used. But, why is it that it is alright to compute the product of belief and evaluation with a zero value as the midpoint? If a respondent has a zero score on, for example, a particular attribute, she or he would then end up with a zero score overall, regardless of the value on the attribute evaluation (zero multiplied by anything equals zero). Perhaps it is the evaluation scale that is scored -3 \(\text{do not like at all or would be bad}\) to +3 \(\text{like very much or would be good}\), which again is arbitrarily scaled, and could be replaced with anchors 1 through 7 to represent the same perceptions. In any event, for any of these combinations the questioner is inarguably right in stating that zero multiplied by anything equals zero!

There is a subdiscipline within psychology that studies functional measurement—essentially studying the response function of combining different kinds of variables (e.g., Baird & Noma, 1978; Birnbaum, 1998; Lodge, 1981; McIver & Carmines, 1981; Torgerson, 1958; even Edwards & Newman, 1982). Take the scenario from the question that one scale is scored -3 to +3 represented by the columns of the grid that follows, and perhaps another variable scaled 1 to 7, represented by its rows. Depending on what representation one wants of the data, and what one intends to do with the data (e.g., plots—easy, regressions—tougher), the fact that zero multiplied by anything is zero may be okay. For example, considering the functional combinations row-by-row, the zero serves as a useful center, the values increasing from left to right, with different steepnesses. On the other hand, consider the values from the perspective of the columns. Within the three left-hand columns, the data are ordered from largest to smallest, top to bottom, but the pattern reverses for the three right-hand columns, and, of course, the middle column of zeros is flat. (The absolute values share the common increasing pattern, and there are certainly models devised to operate on the absolute value and then attach the negative sign where appropriate.)

<table>
<thead>
<tr>
<th></th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-4</td>
<td>-3</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>-4</td>
<td>-3</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>-3</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
</tbody>
</table>

The subtables, or blocks within the larger table, may be ordered symbolically from largest values (1) to smallest values (4).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

These rating scales are interval level at best (plenty of social scientists would even argue that they are only ordered category judgments), so the zero point is indeed arbitrary.
(Hopefully, no one is misled into thinking that just because there is a zero, it is a natural zero, implying that this scale is ratio level.) For interval scales, a linear transformation is permissible, for example, adding the constant 4 to the −3 to +3 scale to obtain a 1- to 7-point scale (or multiplying it by some number to stretch it or shrink it). If both variables were now measured on the typical 1- to 7-point scales, there would appear a different response function.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>12</td>
<td>18</td>
<td>24</td>
<td>30</td>
<td>36</td>
<td>42</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>14</td>
<td>21</td>
<td>28</td>
<td>35</td>
<td>42</td>
<td>49</td>
</tr>
</tbody>
</table>

The blocks show a new rank order.

```
3 2
2 1
```

This ordering may serve a number of research questions well—for example, numbers get higher as beliefs or evaluations get stronger (more likely, more positive).

Consider, alternatively, that both scales could have been transformed to the −3 to +3 format, resulting in the following:

<table>
<thead>
<tr>
<th></th>
<th>−3</th>
<th>−2</th>
<th>−1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>−3</td>
<td>−3</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>−3</td>
<td>−6</td>
</tr>
<tr>
<td>−2</td>
<td>−2</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>−2</td>
<td>−4</td>
</tr>
<tr>
<td>−1</td>
<td>−1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>−1</td>
<td>−2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>−3</td>
<td>−2</td>
<td>−1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>−6</td>
<td>−4</td>
<td>−2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>−9</td>
<td>−6</td>
<td>−3</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Its block image shows a different ranking arrangement still.

```
1 2
2 1
```

Thus, although the interval measurement properties are arbitrary to a linear transformation, one’s choice has a great impact on the response function shape of the newly created combination score. Theory would have to dictate which of these functional forms is likely to be optimal for the research question at hand. If the Belief x Evaluation composite is being created with the intention of predicting some dependent variable (e.g., a behavioral intention scale), the issue would be which of these bivariate shapes is likely to be most descriptive of (i.e., correlated with) the outcome variable. Another issue would be whether nonlinear terms may be necessary to help capture the peaks and valleys in these created spaces, again to model better the dependent variable.

### References


### III.1. Writing the Survey Question to Capture the Concept

These questions relate to scales and measures, which may be of interest both to experimental and survey researchers.

1. Is the “stem” of semantic differential items considered to be important? If not, why? And, if the stem is capable of affecting results (and it would seem to me that it would), why is the stem usually not reported in journal articles?

2. With respect to moving from the conceptual definition of a construct to its measure, there still seems to be considerable variance in practice among researchers—especially when it comes to the dimensionality of measures.

For example, when should a priori conceptualizations regarding number of dimensions take precedence, so that exploratory factor analysis is skipped and confirmatory factor analysis is used instead? It seems that this would be a viable strategy only when there was considerable previous research relating to the measure of the construct (e.g., Dabholkar, Thorpe, & Rentz, 1996, that builds on previous measures of service quality). However, when should this point be considered to have been reached?

When is one justified in suppressing dimensionality indicated by one’s own data and eliminating changing items to achieve a dimensionality indicated by a priori conceptualization or previous research?
This problem submission raised two distinct questions: (a) Is the stem important in the use of semantic differential measurement items?, and (b) How does one handle problems encountered in the use of existing scales or measurement inventories when conceptual dimensionality and unidimensionality occur?

In response to the first question, the term stem is assumed in this brief response to refer to the introductory statement or written context that directs the respondent, as objects, concepts, and products are evaluated by a series of bipolar adjectives or adjective sets. As originally developed, the perceived meaning of the semantic differential adjective sets are often viewed as reflecting one of three components: potency, activity, and evaluation. Evaluation is the most frequently studied component in marketing. Clearly, the stem could affect responses to a set of semantic differential items, and, more important, these instructive statements, as implied by your question, indeed should be described in academic journals. Frequently, however, the stem is shown in an appendix or table or reproduced in the Method section of many articles. As one noteworthy example, consider Zaichkowsky’s (1985) original Personal Involvement Inventory (pp. 349-350):

The purpose of this study is to measure a person’s involvement or interest in (various products they regularly purchase or have purchased in the past). To take this measure, we need you to judge various (products) against a series of descriptive scales according to how YOU perceive the product you will be shown. Here is how you are to use these scales: (instructions and examples were then given for using or marking the positions across the seven-place scaled response format).

Be sure that you check every scale for every (product); do not omit any.

Never put more than one check mark on a single scale.

Make each item a separate and independent judgment. Work at a fairly high speed through the questionnaire. Do not worry or puzzle over items. It is your first impressions, the immediate feelings about the items, that we want. On the other hand, please do not be careless, because we want your true impressions.

Mehrabian and Russell’s (1974, pp. 206-215) Pleasure Arousal Dominance (PAD) scale (i.e., the Dimensions of Emotions scale) represents another frequently cited example. One set of instructions used to introduce the PAD items follows:

Each pair of words below describes a feeling dimension. Some of the pairs might seem unusual, but you may generally feel more one way than another. So, for each pair, put a check mark to show how you feel about _______________. Please take your time so as to arrive at a real characteristic description of your feelings.
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The answer to the second question (How does one handle problems encountered in the use of existing scales or measurement inventories when conceptual dimensionality and unidimensionality occur?) addresses situations in which researchers are applying or using previously published measures that may or may not have conceptually distinct dimensions. That is, problems can occur in the use of existing measures when a priori multiple dimensions do not replicate or when scales assumed to be unidimensional are found empirically on new data to have multiple dimensions. These are very complex issues that cannot be answered completely in a brief response. I have found the articles cited in the following to be helpful and representative of the many articles and books written on scale development and the measurement of multidimensional constructs.

To begin, you are correct in your conclusion that dimensionality of multi-item scales designed to operationalize unobservable constructs is handled unevenly by consumer researchers, as well as researchers in other disciplines. To some extent, initial measurement evaluation (i.e., immediately following data collection for a project in which a previously published measure was assessed) using confirmatory factor analysis (CFA) assumes that the applied multidimensional scale is valid. More important, this assumption is dependent on the quality of the conceptual underpinnings of the construct and the quality of the original scale development procedures (cf. Churchill, 1979). Users of existing measures should evaluate the original sources and other uses of the scale. Blind use of previously used items or measures can lead to disappointing results, as the quality and depth of scale development varies dramatically.

As an example, consider an existing well-crafted two-factor scale with multiple items per dimension. The validity of the measure may be assessed using the new data and CFA procedures. These analyses enable the scale user to evaluate variance extracted, construct reliability, item reliability, discriminant validity, and overall model fit. These analyses
are described by Anderson and Gerbing (1988), Browne and Cudeck (1993), Fornell and Larcker (1981), and McDonald (1981), among many others.

As the author of this question acknowledges, what happens when the evidence in support of the existing scale is not supportive based on the new sample data? If the a priori factor structure is clearly not evident in the new data, the item set may be reanalyzed using exploratory factor analysis in an attempt to identify meaningful factors or dimensions that underly this authors' data. Reliability estimates and the items used to develop any new variables should be clearly described in the Method section of the article. Obviously, such disappointing replications represent red flags to journal article reviewers. As such, extensive revisions to prior scale dimensionality are questionable.

On other occasions, individual items will possess low reliability or load highly on the wrong factor. In these instances, one or a few items may well be deleted, whereas the original factor structure is maintained. These revisions should also be reported in the Method section or in a footnote within the article. In addition, and from my experience, lengthy scales when applied to new data seldom replicate exactly. Multiple factors even for previously hypothesized unidimensional scales and unreliable items are commonplace. As well-known examples, one needs only consider the extensive factor analyses of the original involvement scale (Zaichkowsky, 1985) and the SERVQUAL instrument (e.g., Parasuraman, Berry, & Zeithaml, 1994). Likewise, excellent model fit for a replication of the multidimensional and higher order Service Quality Scale for Retail Stores (Dabholkar, Thorpe, & Rentz, 1996) that you inquired about using new data and for new stores may well not occur.
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Professor William R. Dillon
Southern Methodist University

My answer to the second question entertains that the use of confirmatory factor analysis is, in large measure, predicated on the researcher having strong theory to rely on. However, as we all know too well, one’s theories are rarely as strong as we would like. Thus, the dilemma is whether we should allow the dimensionality to be driven by one’s own data or use the dimensionality as dictated by theory or previous research. In addressing this question, there are some obvious issues that should be considered, although there are not any precise analytics that provide a clear road map. First, if previous research is available, it is always sage to compare the samples, method of administration, and the factor extraction and rotation procedures used. Dimensionality can be acutely influenced by outliers, the extraction method, and the choice of rotation. With respect to eliminating items to achieve a particular dimensionality, I think this is dangerous, especially if practiced blatantly. This practice more often than not results in constructs defined by few indicators (three or four or not more than five). The danger is that the construct loses its original intended meaning and instead becomes isomorphic with the few items used in its operationalization.