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Previous studies of the information content of the implied volatilities from the prices of call options have used a cross-sectional regression approach. This paper compares the information content of the implied volatilities from call options on the S&P 100 index to GARCH (Generalized Autoregressive Conditional Heteroscedasticity) and Exponential GARCH models of conditional volatility. By adding the implied volatility to GARCH and EGARCH models as an exogenous variable, the within-sample incremental information content of implied volatilities can be examined using a likelihood ratio test of several nested models for conditional volatility. The out-of-sample predictive content of these models is also examined by regressing ex post volatility on the implied volatilities and the forecasts from GARCH and EGARCH models.

1. Introduction

The instantaneous variance of return implicit in the price of a call option can be interpreted as an ex ante forecast of the average volatility of the underlying asset over the life of the option [see Merton (1973) and Hull and White (1987)]. The ability of implied volatilities to predict the future volatility of an underlying asset is considered a measure of the information content of call prices. Previous research on the predictive content of implied volatilities examines the cross-sectional relation between the implied volatilities from options on individual securities and the future realized volatility of those
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securities [see Latane and Rendleman (1976), Chiras and Manaster (1978), and Beckers (1980)]. These studies suggest that implied volatilities explain more of the cross-sectional variation in the future standard deviations of individual security returns than do historic standard deviations of returns.

This paper examines the information content of the ex ante estimates of future market volatility implicit in the prices of call options on the Standard and Poor's 100 Index. The prediction of future market volatility is of interest due to the theoretical relation between the (conditional) expected market risk premium [see Merton (1980)] and the ex ante volatility of the market. Much of the recent research on the relation between expected risk premiums and conditional ex ante volatility has employed a statistical technique which permits asset returns to vary over time according to a generalized autoregressive conditional heteroscedasticity (GARCH) model [see Engle (1982) and Bollerslev (1986)]. This approach is appealing for our purposes because a time series model for the conditional volatility of an asset is estimated jointly with the risk-return relation. Recent studies which examine the time variation in market risk premia using the GARCH framework find that volatility is persistent over time. This suggests that the GARCH model may be useful in predicting future volatility. A related model for conditional volatility is based on the empirical evidence which shows that stock returns are negatively associated with unexpected increases in volatility [see Black (1976), Christie (1982), and French, Schwert, and Stambaugh (1987)]. Nelson (1988) suggests that this negative association implies that conditional volatility has an asymmetric relation to past data. To capture this asymmetry, Nelson modifies the GARCH model by making a logarithmic transformation of the conditional variance equation, which is commonly referred to as the Exponential GARCH (EGARCH) model.

The GARCH model for volatility provides a more general framework for evaluating the incremental information content of implied volatilities than has been previously available. Whereas prior research on the predictive content of implied volatilities has relied on cross-sectional regressions, the GARCH framework explicitly accounts for the time series behavior of volatility and the relation between expected returns and conditional market volatility. We examine the predictive content of implied volatility by adding it

---


2 French, Schwert, and Stambaugh (1987) also find empirical evidence consistent with a positive association between the expected risk premium on common stocks and the predictable component of market volatility using GARCH models.

3 When the context is clear, we refer to the GARCH and EGARCH models as GARCH models.
to the GARCH models as an exogenous variable. By constructing a nested model, we can statistically assess whether the implied volatility is an important determinant of conditional volatility.

Because the GARCH models are fitted over the entire sample period, these tests characterize the within-sample properties of implied volatilities. Since within-sample tests may bias the results in favor of the GARCH specifications, we also perform tests of the out-of-sample forecasting power of implied volatility and the step-ahead forecasts from GARCH models. These tests are similar to those in Fair and Shiller (1990), Pagan and Schwert (1990), and Lamoureux and Lastrapes (1990).

The remainder of the paper is organized as follows. Section 2 discusses the time series formulation of the GARCH models and the empirical tests. The data and the procedures used to estimate these models and the estimation of the implied volatility are discussed in section 3. Section 4 presents the results for the within-sample tests of the GARCH and EGARCH models. Section 5 provides the results for the out-of-sample forecasts. The paper concludes with a brief summary in section 6.

2. Methodology

To estimate the GARCH models, we employ maximum likelihood estimation using the Berndt–Hall–Hall–Hausman algorithm (first derivatives are computed numerically). This class of GARCH models is particularly useful in examining the information content of implied volatilities since it permits the relation between changes in expected returns and changes in market volatility to be incorporated in the estimation procedure. Another advantage is that volatility is allowed to be a function of both exogenous and lagged dependent variables. For example, the forecast of volatility implicit in the price of a call option can be used as an exogenous variable.

The realized conditional excess return equation can be written as

$$R_{M,t} - R_{F,t} = \lambda_0 + \lambda_1 h_t + \epsilon_t,$$

where $R_{M,t}$ is the return on the market portfolio (i.e., the S&P 100 index), $R_{F,t}$ is the risk-free rate of interest, $h_t$ is the conditional standard deviation of the return on the market portfolio, and $\epsilon_t$ is a random error term that is normally distributed with mean zero and variance $h_t^2$.

When high frequency data is used, it is well-known that nonsynchronous trading in the underlying index induces positive first-order serial correlation in the return series. To control for this, it is common to adjust the return

---

4 Lamoureux and Lastrapes (1990) also examine the issue of the incremental information content of implied volatilities using call options on individual common stocks.
equation by including a moving average term [see French, Schwert, and Stambaugh (1987)] or an autoregressive term [see Akgiray (1989)]. Since we use relatively low frequency data, the time series of excess returns does not have significant positive first-order serial correlation, and it is unnecessary to make an explicit adjustment. The autocorrelation function for the excess returns is reported in Table 1.

To further examine this issue, we analyze two separate time series of weekly returns on the S&P 100 index. The first time series is simply the unadjusted returns computed from the closing index level, which reflects any positive serial correlation induced by nonsynchronous trading. The second time series of index returns is computed using estimates of the index level implicit in the price of stock index call options. Because call options on a stock index reflect the market’s contemporaneous estimate of the value of the underlying index, index returns computed from this second time series mitigate the impact of nonsynchronous trading. A comparison of the models using both time series permits us to evaluate the importance of nonsynchronous trading in weekly index returns. Since we do not find any significant differences, we report only the results for the actual return series.\(^5\)

The variance equation for the GARCH formulation of the model is

\[ h_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 h_{t-1}^2, \]  

(2)

where \(\alpha_0 > 0, \alpha_1 > 0,\) and \(\beta_1 > 0.\) The conditional variance given by eq. (2) is a function of last period’s shock to the return generating process, \(\varepsilon_{t-1},\) and the conditional variance of returns in period \(t - 1, h_{t-1}^2.\) The restrictions on the parameter values prevent negative variances. Although a more general GARCH\((p, q)\) model could be used, eq. (2) is consistent with the results of Akgiray (1989) who finds that, within the class of GARCH processes for market volatility, the GARCH\((1, 1)\) specification provides the best fit using a likelihood ratio test. We are unable to reject the null hypothesis that the return-generating process follows a GARCH\((1, 1)\) process relative to its higher-order alternatives.

The conditional variance equation for the EGARCH formulation of the model is

\[ \ln(h_t^2) = \alpha_0 + \beta_1 \ln(h_{t-1}^2) + \alpha_1 \left( \theta \psi_{t-1} + \gamma \left( \varepsilon_{t-1} - (2/\pi)^{1/2} \right) \right), \]  

(3)

where \(\psi_{t-1}\) equals \(\varepsilon_{t-1}/h_{t-1}.\) Unlike the GARCH model, the parameter values are unrestricted since eq. (3) models the logarithm of variance. The conditional variance equation given by (3) is a function of the conditional variance of returns in period \(t - 1, h_{t-1}^2,\) last period’s shock, \(\varepsilon_{t-1},\) which has

\(^5\)The results for the implied index return series are available from the authors upon request.
been standardized to have unit variance, $\psi_{t-1}$, and the deviation of the absolute value of $\psi_{t-1}$ from the mean absolute value, $(2/\pi)^{1/2}$. Including both the standardized shock and its absolute value permits the variance equation to capture any asymmetry in the relation between market returns and conditional volatility.

We analyze the information content of implied volatilities from the prices of call options on the S&P 100 index by testing the GARCH specification [given by eqs. (1) and (2)] and the EGARCH specification [given by eqs. (1) and (3)] against a more general model in which the conditional variance equations include the implied volatility ($\sigma^2_{t-1}$) as an exogenous explanatory variable,

$$h_t^2 = \alpha_0 + \alpha_1 \epsilon_{t-1}^2 + \beta_1 h_{t-1}^2 + \delta \sigma^2_{t-1}, \quad (4)$$

$$\ln(h_t^2) = \alpha_0 + \beta_1 \ln(h_{t-1}^2) + \alpha_1 \left( \theta \psi_{t-1} + \gamma (|\psi_{t-1}| - (2/\pi)^{1/2}) \right)$$

$$+ \delta \ln(\sigma^2_{t-1}), \quad (5)$$

where $\alpha_1$ is set equal to 1 in eq. (5).

The implied volatility estimates used in eqs. (4) and (5) are derived from stock index options with the shortest expiration that traded at the beginning of the week. We use these options because, among all possible options, they provide an ex ante forecast of the future volatility that is the most closely associated with a weekly time interval. The coefficient $\delta$ in eqs. (4) and (5) can be interpreted as a measure of the incremental information which implied volatilities contribute to changes in the conditional variance of return over time. Therefore, the hypothesis that the prices of call options impound information in addition to that which can be obtained from the historic series of returns can be tested by examining the statistical significance of $\delta$. In addition, the null hypothesis that implied volatilities do not contain information beyond that contained in past index levels can be tested using a likelihood ratio test. The unrestricted model [eqs. (4) and (5)] allows implied volatility to have information content, while the restricted model [eqs. (2) and (3)] requires that future volatility depend only on past volatility and past shocks to the return-generating process.

The question of whether the GARCH and EGARCH specifications for conditional volatility contain information which is not impounded in implied volatilities can be examined by estimating eqs. (4) and (5) under the constraint that the time series parameters [$\alpha_1$ and $\beta_1$ in eq. (4) and $\theta$, $\gamma$, and $\beta_1$ in eq. (5)] are equal to zero. In this case, the conditional variance equations...
are given by
\[ h_t^2 = \alpha_0 + \delta \sigma_{t-1}^2, \quad (4') \]
\[ \ln(h_t^2) = \alpha_0 + \delta \ln(\sigma_{t-1}^2). \quad (5') \]

The null hypothesis that the GARCH and EGARCH components of eqs. (4) and (5) do not contain useful information for predicting future levels of volatility beyond that which is contained in implied volatilities can be tested with a likelihood ratio test.

3. Data and estimation of implied volatility

3.1. Data

The primary data consist of closing prices and contract volumes for call options on the Standard and Poor's 100 index (OEX options) and the daily closing prices of the underlying index from March 11, 1983 through December 31, 1989.\(^6\) To mitigate the bias associated with nonsynchronous trading, option quotations with daily volume of less than 100 contracts and/or contracts where the absolute value of the difference between the closing price and the contract's exercise price exceeds $15 are eliminated from the sample. In addition, option contracts with closing prices less than $0.25 are eliminated because the size of the bid–ask spread is large relative to the price of the option. Finally, quotations violating the lower boundary conditions for American call options are excluded from the sample.

Daily bid and ask discounts from U.S. Treasury bills are collected from the Wall Street Journal. The risk-free rate of interest for each option expiration series is computed daily using the average of the bid and ask discounts for the U.S. Treasury bill whose maturity is closest to the expiration date.

The actual daily dividends paid on the index over the life of the option contract (obtained from the CRSP master file) are used as a proxy for the expected dividends. The present value of these dividends is computed using the yield on the U.S. Treasury bill maturing closest to the expiration date of each option.

3.2. Estimation of implied volatility

We use these data to estimate the implied volatilities for the S&P 100 index using the dividend-adjusted version of the Black–Scholes model. Black

\(^6\) The data was obtained from the Chicago Board Options Exchange and from Commodity Systems Incorporated of Boca Raton, Florida. March 11, 1983 coincides with the beginning of trading for OEX options.
and Scholes (1973) show that the price of a call option on an asset that pays no dividends over the life of the option can be expressed as a function of the current asset price, the time to expiration, the exercise price, the risk-free rate of interest, and the volatility of the underlying asset. If premature exercise is not optimal, the Black–Scholes formula can also be used to value an American call option on a stock which pays a finite number of known dividends over the life of the option. In this case, the Black–Scholes formula can be adjusted by reducing the current stock price by the present value of the dividends to be paid over the life of the call option. The dividend-adjusted version of the Black–Scholes formula is

\[ C(K, \tau) = (I - PV(D(\tau)))N(d_1) - K \exp(-r\tau)N(d_2), \]

where

- \( I \) = current level of the index,
- \( PV(D(\tau)) \) = present value of all dividends paid over the remaining life of the option,
- \( N(\cdot) \) = cumulative normal density function,
- \( d_1 = \frac{\ln(I - PV(D(\tau))/K \exp(-r\tau)) + 1/2\sigma^2\tau}{\sigma\sqrt{T}} \),
- \( d_2 = d_1 - \sigma\sqrt{T} \).

We can use eq. (6) to estimate the volatility of the underlying index, \( \sigma^2 \), given the risk-free rate of return, the current index level, the present value of future dividends, and the contractual provisions of the option itself.

The procedure for estimating the implied volatility is a GLS version of Whaley's (1982) nonlinear regression approach. Let \( C_k(\sigma_0(\tau)) \) denote the theoretical price of an option having time to expiration \( \tau \) and a strike price indexed by \( k \), given an estimate for the volatility of the return on the index over the time to expiration (\( \sigma_0(\tau) \)). The actual price of option \( k \) with expiration \( \tau \) is denoted by \( C_{k\tau} \).

Given the initial estimate \( \sigma_0(\tau) \), a new estimate of the volatility for expiration \( \tau \), \( \sigma(\tau) \), is chosen to minimize

\[ \sum_{k=1}^{N_\tau} \left( \delta_{k\tau}(C_{k\tau} - C_k(\sigma_0(\tau))) \right)^2, \]

where \( \delta_{k\tau} \) is the proportion of the trading volume in options with expiration \( \tau \) accounted for by trading in contract \( k \), and \( N_\tau \) is the number of strike prices with expiration \( \tau \). At each iteration, the new estimate for the implied volatility is given by

\[ \sigma(\tau) = \sigma_0(\tau) + [(\Omega X)'(\Omega X)]^{-1}(\Omega X)'\Omega Y, \]
where

\[ \Omega = N_\tau \times N_\tau \text{ diagonal matrix whose diagonal elements equal the percentage of the trading volume in the expiration } \tau \text{ call options represented by trading in that contract,} \]

\[ X_\tau = N_\tau \times 1 \text{ vector whose elements are the partial derivatives of the expiration } \tau \text{ call prices with respect to the underlying volatility, evaluated at } \sigma_0(\tau), \]

\[ Y = N_\tau \times 1 \text{ vector whose elements are the differences between the actual and theoretical call prices, } C_{k_\tau} - C_k(\sigma_0(\tau)), \text{ evaluated at } \sigma_0(\tau). \]

Once the estimates converge to within the desired tolerance level, the estimate \( \sigma(\tau) \) is taken as acceptable. This approach is implemented each day for every option with the shortest time to maturity that satisfies the above filters except for days when the contracts are due to expire within one week. On these dates, we use the option contracts that expire immediately after the short-term options because the bid-ask spread for the expiring options is large relative to the time premium.

The stochastic nature of the volatility captured by the GARCH models suggests that our estimates of implied volatility may be subject to specification error, since we use a European option pricing model which assumes that volatility is nonstochastic.\(^7\) The effect of stochastic volatility in an option pricing context has been examined by Hull and White (1987), Scott (1987), Wiggins (1987), and Melino and Turnbull (1990). Hull and White demonstrate that, if volatility is uncorrelated with aggregate consumption, a call option's price is equal to the expected Black-Scholes price integrated over the average variance during the life of the option. Feinstein (1989) shows that the implied volatility from at-the-money Black-Scholes call options yields an unbiased estimate of the average variance over the life of the option when volatility is stochastic and uncorrelated with aggregate consumption. This follows from the observation that the Hull-White and Black-Scholes models are approximately linear in average volatility,\(^8\) and suggests that the specification error in the estimates of implied volatilities can be minimized by focusing on at-the-money options. A second source of potential specification error arises from the possibility of early exercise attributable to the discreet nature of dividends on the S&P 100 index. However, since the likelihood of dividend-related exercise of S&P 100 call options is fairly low [see Day and Lewis (1988)], the use of a European option pricing model should be adequate for our purposes.

\(^7\) In a recent paper, Nelson (1990) demonstrates that ARCH models converge to stochastic differential equations as the length of the discrete time intervals goes to zero. For example, the GARCHM(1,1) and AR(1)-EGARCH models have diffusion limits for the instantaneous variance that are inverted gamma and lognormal, respectively.

\(^8\) Merton (1973) shows that if volatility changes deterministically over time, the volatility from the Black-Scholes model can be interpreted as the average volatility over the life of the option.
Our estimation procedure has the advantage of placing the greatest weight on the option prices which are affected least by specification bias. This follows because option trading tends to be concentrated in at-the-money options (particularly for options with less than one month to expiration). In addition, since thinly traded options receive relatively little weight and away-from-the-money options are eliminated from the sample, the estimation procedure tends to minimize the extent to which the parameter estimates are affected by noise caused by either nonsynchronous trading of the options or the size of the bid–ask spread.

Although at-the-money options are nearly linear in average volatility, in practice, options rarely trade exactly at-the-money. As a result, any estimation procedure that uses the Black–Scholes model to estimate implied volatility produces a biased estimate. Hull and White (1987) provide simulation evidence which indicates that, for our strike price filter, the bias induced by estimating implied volatility with the Black–Scholes model is not significant. They also demonstrate that the bias becomes smaller as the time to maturity decreases. Since we weight most heavily on at-the-money options and the time to maturity never exceeds 36 days, it is unlikely that the bias from using Black–Scholes implied volatilities is significant. Moreover, because these biases make it less likely to find incremental information in implied volatilities, we can interpret our results as conservative estimates of the degree to which implied volatilities contain incremental information.

4. Empirical results

This section describes the test results of the information content of implied volatility relative to the GARCH and EGARCH specifications for the conditional volatility of the index. We present results for weekly excess returns using Wednesday to Wednesday and Friday to Friday return intervals. We select return intervals using different days of the week because the information content of implied volatility is likely to vary across days of the week. This follows from the observation that the conditional variances from the GARCH and EGARCH specifications are estimated using weekly data, whereas implied volatility represents the market’s prediction of volatility over the remaining life of the option. Lamoureux and Lastrapes (1990) refer to this as the ‘maturity mismatch’ problem. Another potential explanation relates to


\(^{10}\)We attempt to deal with this problem by using weekly data. Because the magnitude of this problem increases with the frequency of the data, we adopt the ad hoc approach of picking a time series with relatively low frequency data but one that leaves enough observations to fit the sample. Based on simulation evidence, a sample size in excess of 250 observations is sufficient. The maturity mismatch problem could have been completely eliminated if we selected options with the same time to expiration as the model’s return period, say monthly. Unfortunately, this would have resulted in a sample size that is too small for reliable estimation of the GARCH models.
Table 1
Summary statistics for weekly excess returns on the S&P 100 index from November 11, 1983 through December 31, 1989.a

<table>
<thead>
<tr>
<th>Return interval</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Skewness</th>
<th>Excess kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wednesday</td>
<td>0.001693 (0.00126)</td>
<td>0.02258 (0.137)</td>
<td>-1.180 (0.137)</td>
<td>5.914 (0.274)</td>
</tr>
<tr>
<td>Friday</td>
<td>0.001750 (0.00127)</td>
<td>0.02278 (0.137)</td>
<td>-0.880 (0.137)</td>
<td>3.337 (0.274)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Return interval</th>
<th>Autocorrelation at lag</th>
<th>Standard error</th>
<th>Q(8)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wednesday</td>
<td>0.03</td>
<td>0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td>Friday</td>
<td>-0.03</td>
<td>0.06</td>
<td>-0.06</td>
</tr>
</tbody>
</table>

aThe standard errors of the estimate for the sample statistics are in parentheses.
bQ(8) is the Ljung–Box statistic for eight lags of the autocorrelation function.

the evidence documenting systematic expiration day effects in the time series of implied volatilities [see Day and Lewis (1988)]. To the extent that expiration day effects create noise in the implied volatilities, they will have an impact on the degree to which call prices impound information beyond that contained in the historic series of returns.

4.1. Tests of the GARCH model

Table 1 presents the sample statistics for the 319 weekly excess returns on the S&P 100 index from November 11, 1983 through December 28, 1989. The average weekly risk premiums shown in table 1 represent a yearly average risk premium of 9.2 percent for the Wednesday to Wednesday return interval and 9.5 percent for the Friday to Friday return interval. Note that the relatively small sample period which was available and the high variability of returns on the index relative to the mean return causes the average weekly excess return for the sample to be statistically insignificant. The standard deviations for the weekly risk premiums represent yearly standard deviations of 16.3 percent for the Wednesday weekly return interval and 16.4 percent for the Friday return interval. Both sets of excess returns have significant negative skewness and excess kurtosis. The slight difference in the skewness and excess kurtosis between Wednesday and Friday is attributable to the manner in which each weekly return interval distributes the downturn in the market during the period from October 14 (a Wednesday) through October 19 (a Monday) of 1987. The distribution of Friday returns is somewhat less skewed because it effectively breaks the overall negative impact of the crash into two parts.
Table 2
GARCH models for the weekly returns on the S&P 100 index.a

\[ R_{it} - R_{ft} = \lambda_0 + \lambda_1 h_t + \varepsilon_t \]  
(1)

\[ h_t = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 h_{t-1}^2 \]  
(2)

\[ h_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 h_{t-1}^2 + \delta \sigma_t^2 \]  
(4)

\[ h_t^2 = \alpha_0 + \delta \sigma_t^2 \]  
(4')

<table>
<thead>
<tr>
<th>Variance specification</th>
<th>( \lambda_0 )</th>
<th>( \lambda_1 )</th>
<th>( \alpha_0 \times 10^4 )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( \delta )</th>
<th>Log L</th>
<th>( \chi^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Wednesday to Wednesday returns</td>
<td>(2)</td>
<td>0.0072</td>
<td>0.071</td>
<td>5.428</td>
<td>0.093</td>
<td>0.854</td>
<td>0.0072</td>
<td>0.005 ( \times 10^4 )</td>
</tr>
<tr>
<td>(4)</td>
<td>0.0015</td>
<td>0.043</td>
<td>2.065</td>
<td>0.266</td>
<td>-0.068</td>
<td>0.318</td>
<td>0.0015</td>
<td>0.028 ( \times 10^4 )</td>
</tr>
<tr>
<td>(4')</td>
<td>0.0056</td>
<td>-0.184</td>
<td>0.993</td>
<td>0.581</td>
<td>0.056</td>
<td>0.318</td>
<td>0.0056</td>
<td>0.001 ( \times 10^4 )</td>
</tr>
<tr>
<td>(B) Friday to Friday returns</td>
<td>(2)</td>
<td>0.0056</td>
<td>-0.167</td>
<td>4.951</td>
<td>0.101</td>
<td>0.806</td>
<td>0.0056</td>
<td>0.031 ( \times 10^4 )</td>
</tr>
<tr>
<td>(4)</td>
<td>0.0046</td>
<td>-0.087</td>
<td>3.160</td>
<td>0.176</td>
<td>0.190</td>
<td>0.142</td>
<td>0.0046</td>
<td>0.028 ( \times 10^4 )</td>
</tr>
<tr>
<td>(4')</td>
<td>0.0112</td>
<td>0.430</td>
<td>2.355</td>
<td>0.373</td>
<td>0.142</td>
<td>0.0112</td>
<td>0.001 ( \times 10^4 )</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The results for tests of the information content of implied volatilities relative to the GARCH specification for the conditional volatility of the index are presented in table 2. The coefficients of the mean equation are not statistically significant due to the limited size of the sample. Therefore, we will focus on the estimated coefficients for alternative specifications of the conditional variance equation and the likelihood ratio tests of the incremental information content of implied volatilities and time series information.

The GARCH specification given by eq. (2) implies that conditional volatility is a linear function of lagged conditional volatility and the square of the lagged value of a shock to the return process. For the Wednesday returns, the estimates of \( \alpha_1 \) and \( \beta_1 \) are, respectively, 0.093 and 0.854 with \( t \)-statistics of 0.84 and 8.17.\(^{11}\) The standard errors are computed using the robust

\(^{a}\)The \( t \)-statistics in parentheses reflect standard errors computed using the robust inference procedures developed by Bollerslev and Wooldridge (1988).

\(^{b}\)\( \chi^2 \) statistics are for tests of the restricted model [(2) or (4')] against the alternative given by (4). The \( \chi^2 \) statistics for eqs. (2) and (4') are, respectively, distributed as \( \chi^2_1 \) and \( \chi^2_2 \).

\(^{11}\)These estimates are in the same range as those found for daily and monthly stock returns by French, Schwert, and Stambaugh (1987) and Akgiray (1989).
inference procedures developed by Bollerslev and Wooldridge (1988). Eq. (4) includes the implied volatility from call options as an exogenous variable in the GARCH specification for the conditional volatility. For the Wednesday returns, the estimated coefficient of the implied volatility, δ, is 0.318 with a t-statistic of 3.00. The significance of the estimated coefficient of implied volatility in eq. (4) suggests that the prices of call options contain incremental information regarding the conditional volatility of Wednesday returns. This conclusion is supported by a likelihood ratio test of the unrestricted model [eq. (4)] against the null hypothesis that implied volatilities contain no incremental information [eq. (2)]. The χ² statistic for this test has a value of 17.77, which indicates that the null hypothesis of no incremental information content may be rejected at the 0.005 level.

Although implied volatilities contain incremental information regarding the variability of the Wednesday return series, the implied volatility itself is not a sufficient statistic for the information in the GARCH model for conditional volatility. Eq. (4') specifies the evolution of the conditional volatility as a function of the implied volatility alone. Since this model for conditional volatility is nested within eq. (4), a likelihood ratio test can be used to test the null hypothesis that the implied volatility from the prices of call options is a sufficient statistic for the conditional volatility of Wednesday excess returns. The value of the test statistic, which is distributed as χ² with two degrees of freedom, is 23.62. Therefore, the null hypothesis can be rejected at the 0.005 level.

If the implied volatility estimates are unbiased and the market for S&P 100 index options is efficient, we would expect implied volatilities to reflect all the information contained in the past series of weekly returns. The rejection of the null hypothesis that the implied volatility is a sufficient statistic for the time series of past returns may be due to the presence of measurement error which is attributable to some combination of specification error, maturity mismatch, and random estimation error. Note that although the estimated coefficient of implied volatility in eq. (4'), 0.581, is significantly greater than zero, it is also significantly less than one. While this tends to confirm our suspicion that the implied volatilities are subject to estimation error, it is also consistent with the hypothesis that the options market overreacts to shocks to the return-generating process (e.g., during expiration weeks) causing speculative noise to be impounded in estimates of implied volatility. If this is the case, the incremental within-sample explanatory power of the GARCH terms in eq. (4) may come from the greater relative (to the squared value of the lagged shocks to the return-generating process) importance of lagged conditional volatility in determining the future level of conditional volatility.

As might be expected, given the similarity of the Wednesday and Friday weekly returns, the estimated coefficients of the conditional variance specifi-
cations presented in table 2 are quite similar. For the GARCH specification [eq. (4)], the estimated values of $\alpha_1$ and $\beta_1$ are, respectively, 0.101 and 0.806 with $t$-statistics of 1.02 and 5.27.

In contrast to the estimate we obtain using the Wednesday return series, the estimated coefficient of implied volatility in eq. (4) is relatively small and statistically insignificant for the Friday return series. Although the estimated coefficient of implied volatility in eq. (4') is plausible and statistically significant, indicating that implied volatilities contain information about the variability of the Friday weekly return series, a likelihood ratio test of the null hypothesis that implied volatilities contain no incremental information [eq. (2)] cannot be rejected at the 0.05 level. As was the case for the Wednesday return series, the null hypothesis that implied volatility is a sufficient statistic for the information in the GARCH specification of conditional volatility can be rejected.

The failure to reject the null hypothesis that implied volatilities contain no incremental information about the volatility of the Friday return series is somewhat surprising. However, this result may well be attributable to expiration day effects. Day and Lewis (1988) show that on the Thursday and Friday of the week of an option expiration there is a systematic increase in the implied volatilities of call options which expire at the following expiration. They attribute this increase to price pressure created by the demand of options traders to move out of expiring option positions and into the following (month’s) expiration series. Since the Friday return series is matched with implied volatilities from closing option prices on Fridays, the existence of these expiration day biases implies that every fourth (or fifth) observation from this time series of implied volatilities may be subject to measurement error. The decrease in the magnitude of the estimated coefficient for implied volatility from Wednesday to Friday is consistent with this observation.

4.2. Estimates of the exponential GARCH model

The EGARCH model presents an alternative test of the information content of implied volatilities. Unlike the GARCH model, which constrains the conditional volatility of returns to respond symmetrically to positive and negative shocks to the return-generating process, the EGARCH model permits conditional volatility to increase (decrease) when the standardized shocks to the return-generating process $\psi_{t-1}$ are negative (positive). Consequently, the conditional volatility from the EGARCH model may incorporate information which is impounded in implied volatilities but which is not contained in estimates of conditional volatility from the GARCH model.

The estimates of the EGARCH model are presented in table 3. As in table 2, the results are presented for both the Wednesday and Friday return series.
Exponential GARCH models for weekly returns on the S&P 100 index.\(^a\)

\[
R_{mt} - R_{Ft} = \lambda_0 + \lambda_1 h_t + \epsilon_t
\]

\[
\ln(h^2_t) = \alpha_0 + \beta_1 \ln(h^2_{t-1}) + \theta \psi_{t-1} + \gamma (|\psi_{t-1}| - E(|\psi_{t-1}|))
\]

\[
\ln(h^2_t) = \alpha_0 + \beta_1 \ln(h^2_{t-1}) + \theta \psi_{t-1} + \gamma (|\psi_{t-1}| - E(|\psi_{t-1}|)) + \delta \ln(\sigma^2_t)
\]

\[
\psi_t - \epsilon_t / h_t
\]

### Table 3

<table>
<thead>
<tr>
<th>Variance specification</th>
<th>(\lambda_0)</th>
<th>(\lambda_1)</th>
<th>(\alpha_0)</th>
<th>(\beta_1)</th>
<th>(\theta)</th>
<th>(\gamma)</th>
<th>(\delta)</th>
<th>Log (I)</th>
<th>(\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Wednesday to Wednesday returns</td>
<td>(-0.0026)</td>
<td>(0.094)</td>
<td>(-3.62)</td>
<td>(0.529)</td>
<td>(-0.273)</td>
<td>(0.357)</td>
<td>776.436</td>
<td>8.09</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>((-0.03))</td>
<td>((0.25))</td>
<td>((-2.90))</td>
<td>((3.26))</td>
<td>((-4.13))</td>
<td>(3.17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>(0.0035)</td>
<td>(-0.076)</td>
<td>(-2.28)</td>
<td>(0.373)</td>
<td>(-0.282)</td>
<td>(0.210)</td>
<td>780.480</td>
<td>(0.56)</td>
<td></td>
</tr>
<tr>
<td>(5')</td>
<td>((0.56))</td>
<td>((-0.24))</td>
<td>((-1.82))</td>
<td>((1.48))</td>
<td>((-4.34))</td>
<td>(1.89)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>(0.0047)</td>
<td>(-0.139)</td>
<td>(-2.76)</td>
<td>0.667</td>
<td>765.034</td>
<td>30.89</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(B) Friday to Friday returns</td>
<td>((0.71))</td>
<td>((-0.43))</td>
<td>((-2.30))</td>
<td>(4.01)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>(0.0056)</td>
<td>(-0.113)</td>
<td>(-1.20)</td>
<td>(0.843)</td>
<td>(-0.121)</td>
<td>(0.194)</td>
<td>769.192</td>
<td>2.58</td>
<td></td>
</tr>
<tr>
<td>((0.07))</td>
<td>((-0.30))</td>
<td>((-2.88))</td>
<td>((15.64))</td>
<td>((-1.87))</td>
<td>(2.40)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>(0.0057)</td>
<td>(-0.191)</td>
<td>(-1.33)</td>
<td>(0.691)</td>
<td>(-0.170)</td>
<td>(0.114)</td>
<td>770.481</td>
<td>((0.82))</td>
<td></td>
</tr>
<tr>
<td>((-0.56))</td>
<td>((-1.98))</td>
<td>((3.90))</td>
<td>((-2.11))</td>
<td>((1.16))</td>
<td>(1.23)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5')</td>
<td>(0.0090)</td>
<td>(-0.326)</td>
<td>(-4.02)</td>
<td>0.49</td>
<td>760.142</td>
<td>20.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>((0.10))</td>
<td>((-0.74))</td>
<td>((-5.47))</td>
<td>(4.83)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The \(t\)-statistics in parentheses reflect standard errors using the robust inference procedures developed by Bollerslev and Wooldridge (1988).

\(^b\)\(\chi^2\) statistics are for tests of the restricted model [(3) or (5')] against the alternative given by (5). The \(\chi^2\) statistics for eqs. (3) and (5') are, respectively, distributed as \(\chi^2_1\) and \(\chi^2_5\).

The results for the Wednesday return series are consistent with the asymmetric effects of positive and negative shocks on conditional volatility reported by Nelson (1988). The estimated value of \(\theta\) in the EGARCH model [eq. (3)] is \(-0.273\) with a \(t\)-statistic of \(-4.13\). The estimated magnitudes of \(\gamma\) and \(\theta\) for the Friday return series are qualitatively similar to Wednesday and are comparable to Nelson (1988).

The results of the tests for the information content of implied volatilities are similar to those reported in table 2. The null hypothesis that the implied volatility is a sufficient statistic for the conditional volatility from the EGARCH model is rejected using both the Wednesday and Friday return series. The null hypothesis that implied volatilities contain no information which is incremental to the conditional volatility from the EGARCH model...
cannot be rejected for the Friday return series. However, the results from the Wednesday return series strongly reject the null hypothesis.

5. Comparison of forecasts from GARCH models and implied volatilities

In the previous section, we examined the relative power of GARCH models and implied volatilities to explain the within-sample variation in the conditional volatility of the S&P 100 index. However, since we use the entire history of implied volatilities to estimate the nested versions of the GARCH models, the results do not represent a true test of the predictive content of the two models. In this section, out-of-sample data is used to fit the GARCH models for conditional volatility. We examine whether implied volatilities contain incremental information relative to the step-ahead GARCH (and EGARCH) forecasts by regressing proxies for \textit{ex post} conditional volatility on the forecasts from the alternative models.

We obtain the time series of step-ahead forecasts by estimating rolling GARCH models. The basic idea is to use a constant sample size of 410 observations to estimate a conditional volatility forecast for each date $t + 1$ by deleting the week $t - 410$ return, adding the week $t$ return, and reestimating the GARCH models.\footnote{The estimation sample consists of the cum-dividend weekly returns on the S&P 100 index from January 1, 1976 to November 16, 1983. Since the S&P 100 index did not exist prior to the start of trading in S&P 100 index options on March 12, 1983, Standard and Poor's retroactively created a time series of index levels beginning with January 2, 1976 using the initial population of the index.} After the model is reestimated, a step-ahead forecast for week $t + 1$ is generated. This process is repeated until we generate a sample of 319 weekly step-ahead forecasts. Note that although this time series of weekly forecasts spans the same time period examined in section 4, each forecast of weekly volatility is based entirely on the history of returns prior to the forecast period.

Forecasts of market volatility from the options market are obtained by computing the implied volatility of the S&P 100 call options having the shortest time to expiration (in excess one week) at the close of trading on the Wednesday which marks the end of the estimation sample for the GARCH models. The time series of forecasts obtained in this way is identical to the series of implied volatilities that we use in section 4 to examine the within-sample information content of implied volatility. The primary difference is that, in this section, the predictive content of the implied volatilities is compared to the forecasts using out-of-sample data.

We use each series of forecasts to predict two alternative measures of the \textit{ex post} weekly volatility of the S&P 100 index. The first proxy for \textit{ex post} volatility is the square of the weekly return on the index ($SR$). A second
proxy for \textit{ex post} volatility is created by computing the daily variance for each week in the prediction sample. The daily variance is then multiplied by the number of trading days in the week to generate a weekly return variance \((WV)\). We also include the lagged value of these proxies as a form of naive forecast.

5.1. The predictive power of alternative forecasts

The relative predictive power of the forecasts for weekly volatility is evaluated using two methods. First, we estimate a series of regressions of the form

\[
\sigma_{t+1}^2 = b_0 + b_1 \sigma_{F,t}^2 + \xi_{t+1},
\]  

(7)

where \(\sigma_{t+1}^2\) is the measure of volatility during period \(t + 1\), \(\sigma_{F,t}^2\) is a forecast of conditional volatility as of the end of period \(t\), and \(\xi_{t+1}\) represents the

\begin{table}[h]
\centering
\caption{Out-of-sample predictive power for alternative forecasts of weekly volatility.\textsuperscript{a}}
\begin{tabular}{llrrr}
\hline
Forecasting & Proxy for & \(b_0\) & \(b_1\) & \(R^2\) \\
model \((\sigma_{F,t}^2)\) & \textit{ex post} volatility\textsuperscript{b} & & & \\
\hline
Historic & \(SR\) & 0.0004 & 0.129 & 0.094 \\
volatility & & (5.60) & (21.18) & \\
Historic & \(WV\) & 0.0005 & 0.154 & 0.024 \\
volatility & & (2.90) & (7.58) & \\
GARCH & \(SR\) & 0.0002 & 0.671 & 0.039 \\
& & (1.02) & (2.10) & \\
GARCH & \(WV\) & 0.0002 & 1.074 & 0.018 \\
& & (1.07) & (3.34) & \\
EGARCH & \(SR\) & 0.0000 & 1.075 & 0.022 \\
& & (0.05) & (2.06) & \\
EGARCH & \(WV\) & -0.0001 & 1.529 & 0.008 \\
& & (-0.48) & (2.58) & \\
Implied & \(SR\) & 0.0022 & 0.357 & 0.037 \\
volatility & & (2.22) & (1.82) & \\
Implied & \(WV\) & 0.0005 & 0.718 & 0.026 \\
volatility & & (0.389) & (1.95) & \\
\hline
\end{tabular}
\textsuperscript{a}The \(t\)-statistics in parentheses reflect standard errors computed using the White (1980) correction for heteroscedasticity.
\textsuperscript{b}\(SR\) and \(WV\) refer to the square of the weekly return on the S\&P 100 and the variance of the week's daily returns multiplied by the number of trading days in that week.
forecast error. Pagan and Schwert (1990) note that if the forecasts of conditional volatility are unbiased, the estimate of \( b_0 \) will be approximately 0 and the estimate for \( b_1 \) will be close to 1.

Table 4 presents estimates of eq. (7) for each series of forecasts for both measures of \textit{ex post} weekly volatility. Although the \( R^2 \)s for the reported regressions are rather low, they are similar to those reported by Pagan and Schwert for their monthly predictions of the conditional volatility of stock returns from 1900 through 1937. The forecast with the highest \( R^2 \) is lagged volatility. It is interesting to note that the \( R^2 \)s for the GARCH model are larger than the \( R^2 \)s for the EGARCH model. This result may be attributable to the fact that the asymmetric relation between conditional volatility and past returns documented in section 4 is less stable over time than the GARCH effects. The estimates of \( b_1 \) reported in table 4 are in most cases significantly different from 0. For the GARCH regressions, the estimates of \( b_1 \) are both within one standard error of 1, which suggests that the GARCH forecasts of conditional volatility are unbiased. This is also true for the coefficient of the EGARCH forecast when \textit{ex post} volatility is measured by the squared returns. With respect to implied volatility, the coefficient \( b_1 \) is within one standard error of 1 when \textit{ex post} volatility is measured by weekly variance, but not when it is measured by squared returns. The attenuation in the estimates of \( b_1 \) for the implied volatility forecasts relative to the GARCH and EGARCH models is likely to be the result of estimation errors attributable to model misspecification and expiration day effects. This finding is qualitatively similar to the results for implied volatility in section 4 [eq. (4') in table 2] which are also out-of-sample.

5.2. Encompassing tests: The relative predictive power of alternative forecasts

In section 4, we demonstrate that the GARCH models have within-sample explanatory power, which model misspecification and measurement error prevent us from deriving from our estimates of implied volatilities. We also show that implied volatilities explain within-sample variation in conditional volatility beyond that explained by GARCH models for Wednesday returns (a return interval in which the implied volatility estimates are relatively free of maturity mismatch problems and expiration day effects). The impact of these issues on our out-of-sample forecasts can be addressed with the procedures used by Fair and Shiller (1990) to examine whether one forecast contains different information from another forecast. In the present context, we can examine whether forecasts from the GARCH (or EGARCH) model contains information that differs from the information in the forecasts from implied volatilities by estimating the regression

\[
\sigma_{t+1}^2 = b_0 + b_1 \sigma_{it}^2 + b_2 \sigma_{Gi}^2 + e_{t+1},
\]

(8)
Table 5
Comparisons of the relative information content for out-of-sample forecasts.\(^a\)
\[
\sigma_{H,t+1}^2 = b_0 + b_1 \sigma_{H,t}^2 + b_2 \sigma_{G,t}^2 + b_3 \sigma_{E,t}^2 + b_4 \sigma_{H,t}^2 + \xi_{t+1} \quad (8)
\]
<table>
<thead>
<tr>
<th>Forecast comparison</th>
<th>(b_0)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(b_3)</th>
<th>(b_4)</th>
<th>(R^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) (I, G)</td>
<td>-0.00010</td>
<td>0.601</td>
<td>0.298</td>
<td></td>
<td></td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>(-0.09)</td>
<td>(1.03)</td>
<td>(0.42)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(ii) (I, G, H)</td>
<td>0.00018</td>
<td>0.632</td>
<td>-0.243</td>
<td></td>
<td>0.123</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>(1.15)</td>
<td>(1.02)</td>
<td>(-0.28)</td>
<td></td>
<td>(7.01)</td>
<td></td>
</tr>
<tr>
<td>(iii) (I, E)</td>
<td>-0.00001</td>
<td>0.695</td>
<td></td>
<td>0.1/6</td>
<td></td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(-0.07)</td>
<td>(1.62)</td>
<td></td>
<td>(0.27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(iv) (I, E, H)</td>
<td>0.00026</td>
<td>0.590</td>
<td>-0.374</td>
<td></td>
<td>0.118</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>(1.37)</td>
<td>(1.45)</td>
<td>(-0.57)</td>
<td></td>
<td>(7.74)</td>
<td></td>
</tr>
<tr>
<td>(v) (G, E)</td>
<td>0.00005</td>
<td>1.070</td>
<td>-0.001</td>
<td></td>
<td></td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>(0.37)</td>
<td>(2.78)</td>
<td>(-0.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)The \(t\)-statistics in parentheses reflect standard errors computed using the White (1980) correction for heteroscedasticity.
\(^b\)The forecast variables \(I, G, E,\) and \(H,\) respectively, indicate forecasts based on implied volatility, GARCH, EGARCH, and lagged historic volatility. The proxy for ex post volatility is the variance of the week’s daily returns multiplied by the number of trading days in that week.

where \(\sigma_{H,t+1}^2\) refers to ex post volatility and \(\sigma_{H,t}^2\) and \(\sigma_{G,t}^2\) are, respectively, the implied volatility from the price of a call option at the end of period \(t\) and the forecast of volatility from the GARCH (or EGARCH) model. If the implied volatilities and GARCH forecasts contain independent information that is useful in predicting future volatility, the estimates of \(b_1\) and \(b_2\) should both be nonzero. Alternatively, if the information in one forecast (e.g., the GARCH forecast) is a subset of the information contained in the other forecast (e.g., the implied volatility), the estimated coefficient of the former forecast should be nonzero. The question of whether implied volatilities and GARCH (EGARCH) forecasts fully reflect past volatility is examined by adding lagged weekly volatility as an explanatory variable in eq. (8). The relative information content of the GARCH and EGARCH forecasts are also examined using this procedure.

Table 5 reports comparisons of forecasts of the weekly variance of S&P 100 index returns. The first line of the table [regression (i)] reports the comparison forecasts from implied volatilities with the GARCH forecasts. Note that although the results in table 4 indicate that both forecasts are (individually) significant in explaining the out-of-sample variation in conditional volatility, neither of the estimated coefficients reported in table 5 is statistically significant. This makes it difficult to draw sharp conclusions regarding the relative information content of the two forecasts. The lack of significance of the coefficients in this case is attributable to the combination
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of the large variance of the forecast error for the regression and to the relatively high correlation (0.71) of the implied volatilities with the GARCH forecasts. Note that regression (ii), which includes lagged weekly volatility as an additional forecast, indicates that lagged historic volatility contains information which is not included in either the implied volatilities or the GARCH forecasts. Given the relatively small value of the coefficient for lagged volatility \( (b_4) \), this result is probably attributable to a combination of instability of the parameters of the GARCH model and to model misspecification.

The comparisons for the EGARCH forecasts and implied volatility are similar to those for the GARCH forecasts. The third line of table 5 [regression (iii)] shows that the estimated coefficients for the EGARCH forecast and the implied volatility are not statistically significant. The fact that the coefficient of \( (b_1) \) has a higher \( t \)-statistic than in regression (i) is likely due to the smaller correlation (0.49) between the EGARCH forecasts and the implied volatilities. In regression (iv), the coefficient for lagged volatility is small and statistically significant, and the coefficients for the EGARCH and implied volatility forecasts are insignificant. In fact, the results are very similar to regression (ii).

The final regression reported in table 5 compares the GARCH and EGARCH forecasts. The results show that the coefficient for the GARCH forecast \( (b_2) \) is significantly greater than zero, while the coefficient for the EGARCH forecast \( (b_3) \) is not significantly greater than zero. This indicates that for this sample period the EGARCH forecasts do not contain any information that is not contained in the GARCH forecasts. This conclusion is consistent with the results presented in table 4.

These out-of-sample forecast comparisons indicate that short-run market volatility is difficult to predict. Although the results are consistent with the hypothesis that both implied volatilities and GARCH models provide unbiased forecasts of weekly volatility, we are unable to make strong statements concerning the relative information content of GARCH forecasts and implied volatilities. However, the results do provide limited evidence that, in certain instances, GARCH models provide better forecasts than EGARCH models.

6. Conclusion

This paper examines the information content of the implied volatilities from call options on the S&P 100 index. Whereas previous studies of the information content of implied volatilities have used a cross-sectional regression approach to infer information content, we examine information content relative to GARCH and Exponential GARCH models of conditional volatility. Although the interpretation of the results is complicated by model misspecification and expiration day effects which add noise to the forecasts of
future volatility implicit in option prices, the (within-sample) results suggest that implied volatilities may contain incremental information relative to the conditional volatility from GARCH and EGARCH models. We also find strong within-sample evidence that the conditional volatility estimates from GARCH and EGARCH models reflect incremental information relative to implied volatility. Taken together these results imply that neither implied volatility nor the conditional volatilities from GARCH and EGARCH models completely characterize within-sample conditional stock market volatility when the excess market return is assumed to be a linear function of conditional market volatility.

We explore this issue further by performing out-of-sample comparisons of the relative predictive power of the volatility forecasts to \textit{ex post} volatility. These out-of-sample forecast comparisons indicate that weekly volatility is difficult to predict. Although the results are consistent with the hypothesis that implied volatility and the GARCH and EGARCH forecasts are unbiased, we are unable to make strong statements concerning the relative information content of GARCH forecasts and implied volatilities. However, the results provide limited evidence that, in certain instances, GARCH models provide better forecasts than EGARCH models.
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